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[1] Meadow and forest CO2 amounts sampled beneath an approximately meter deep (steady state) snowpack at a subalpine site in southern Rocky Mountains of Wyoming are observed to vary by nearly 200 ppm over periods ranging from 4 to 15 days. This work employs the model of periodic, pressure-induced, advective transport in permeable media developed in part 1 of this study to investigate these CO2 fluctuations. With the aid of this physically based model, inferences are made about the nature of the physical properties of both the forcing mechanism and the snowpack that contribute to these periodic variations in undersnow CO2. Results are consistent with the hypothesis that the undersnow CO2 is being driven by advective flows induced by pressure fields created when the wind interacts with the local aerodynamic roughness elements (nearby mountain peaks, forest edges, snowdrifts). Nonharmonic spectral and cospectral techniques indicate that the wind modulates the low-frequency temporal dynamics of the undersnow CO2, whereas comparisons of the modeled and observed time lag between the surface forcing and the response of the undersnow CO2 suggest that site topography determines the horizontal structure of the wind (surface pressure) forcing. It is also suggested here that the snowpack is at most a weakly dispersive medium. Finally, because the model includes a CO2 source term in the soil underlying the snowpack, other findings suggest that both the wintertime CO2 fluxes emanating from the snowpack and the soil respiration rates may vary significantly between a meadow soil and a forest soil at this site.


1. Introduction

[2] Part 1 of this study [Massman, 2006] develops an analytical model of soil or snowpack CO2 response to periodic pressure forcing at the surface of the substrate. The model was developed for both dispersive and nondispersive media by decomposing the mass flow (the advective-diffusive and dispersive-diffusive) equations into a steady state component and a sinusoidally, time-varying component using the Fourier or spectral decomposition technique. Physical constraints on the amplitude of the time-dependent component indicate that the mathematical decomposition technique follows a perturbation type approach. Part I also derived and discussed the diffusive flux enhancement factors appropriate to dispersive and nondispersive media.

[3] This part (part 2) of the study uses the analytical model to compare modeled and observed time lags between sinusoidal forcing at the surface of a deep snowpack and the response of the CO2 measured at the interface between the snowpack and the soil. In general terms, any observed time lag, or phase lag as it is sometimes called, is determined by the frequency and strength of the forcing and the physical properties of the medium. For example, when surface pressure decreases, the flux of CO2 or other trace gases from the soil will tend to increase in response [Schery et al., 1984; Holford et al., 1993; Chen et al., 1995]. Thus near the surface the CO2 amounts will initially decrease, but ultimately the amounts of CO2 at all levels throughout the substrate will vary in time depending on the amount of CO2 stored in the substrate (as indicated by the model CO2 vertical profile) and the distribution of the CO2 sources within the substrate [Massman, 2006]. Furthermore, as the frequency of the forcing decreases the deeper the wave will penetrate into the substrate [Auer et al., 1996; Massman, 2006]. Consequently, the phase lag at any given depth is simply the time required for the surface perturbation to propagate to that depth.

[4] Both Lewicki et al. [2003] and Takagi et al. [2005] performed a time lag analysis in their studies of CO2 efflux from natural environments. Lewicki et al. [2003], studying the shallow soils along the San Andreas and Calaveras Faults of California, found that changes in the CO2 efflux lagged about half an hour behind the forcing by wind speed, whereas Takagi et al. [2005], studying a snow covered
forest in northern Japan, found that the maximum CO₂ fluxes (measured by eddy covariance) lagged behind wind events between about 1.5 and 4 hours. Additionally, Lewicki et al. [2003] also found that the forcing was better described by variations in wind speed rather than pressure fluctuations. Because Lewicki et al. [2003] were studying the rate of CO₂ emanating from the surface, the half-hour time lag they observed suggests that at least the near-surface CO₂ responds quite quickly. The study of Takagi et al. [2005] was focused more on CO₂ at some depth into the substrate, which can be expected to respond more slowly than for shallow substrates. Like Takagi et al. [2005], this study is focused on CO₂ under a snowpack of about 1 m depth.

However, unlike Lewicki et al. [2003] or Takagi et al. [2005], the present study models the time lag associated with specific forcing frequencies. In this study the observed time lags are modeled by adjusting two model parameters (the horizontal wavelength of the forcing, \( k_x \), and the dispersivity of the medium, \( \alpha \)) so that the modeled time lags are made to approximate the observed time lags. In turn, this allows inferences to be made as to the nature of the forcing and the dispersivity of the medium.

The remainder of this paper is divided into three sections. The next section details the site description and the methods used for data analysis. Following that, section 3 examines whether the wind speed or the barometric pressure is better suited for modeling the forcing variable and compares the measured and modeled time lags. Section 3 also provides estimates of the wintertime soil CO₂ source strength and the effects that pressure pumping can have on the CO₂ fluxes emanating from the snowpack. The final section summarizes the conclusions of this study.

2. Methods

2.1. Site Description and Field Measurements

Data for this study were obtained between 19 December 2000 and 8 February 2001 at the Glacier Lakes Ecosystem Experiments Site (GLEES) (41°20'N, 106°20'W), an alpine/subalpine ecosystem (elevation 3186 m) located in the Rocky Mountains of southern Wyoming about 70 km west of Laramie, Wyoming. The study period corresponds to the first 50.5 days of the undersnow CO₂ experiment described by Musselman et al. [2005], who provide more details concerning the GLEES site and the pressure, wind, and undersnow CO₂ data. Here we summarize the key points relevant to the use of the analytical pressure forcing model described in part 1 [Massman, 2006].

For these particular days the mean ambient pressure was 68.5 kPa, the average wind speed at 32 m above the surface was 7.5 m s⁻¹, and the snowpack depth \( (D_w) \) at the two CO₂ sampling positions [Musselman et al., 2005] was about 1.1 m at the meadow location and 0.7 m at the forest location. These two sampling locations were separated by about 20 m. Wind speed and direction were obtained by a RM Young propeller-vane anemometer (RM 08103-5) and the ambient pressure was obtained with a Vaisala pressure transducer (AIR AB-2AX) located about 30 m above the surface. The wind and pressure data were obtained every five minutes and averaged to produce half-hourly values. Snow depth was determined weekly by direct measurement with a preinstalled depth marker (pole) anchored into the soil. The CO₂ samples were replicated at both the meadow and forest sites using CO₂ collectors (screened cylindrical volumes attached to tubes) that had been placed on the soil surface during the summer of 2000. During the winter the snow was allowed to accumulate undisturbed over the collectors. Each of the four CO₂ measurements was obtained from a 30-s sample taken every half hour by drawing the sample through a decabond tube into a Li-COR 6262. The flow rate was about 8 L min⁻¹, and the 6262 sample rate was 5 Hz. The sample lag time was about 6 s for the meadow site and 12 s for the forest site. Of the 150 or so CO₂ measurements obtained during each of these 30 s sampling periods, this study focuses on those few that occur within 0.5 s or so after the lag time [Musselman et al., 2005]. At the meadow site the mean or steady state undersnow CO₂ for the 50.5 days of the experiment was 1532 ppm. At the forest site it was 779 ppm. Ambient atmospheric CO₂ mol fraction was about 375 ppm.

During this period the snow depth was remarkably and atypically constant, as shown in more detail in section 3. This is critical for this study because as snow depth increases the undersnow CO₂ also increases [Musselman et al., 2005]. Consequently, significant changes in snow depth could obscure or interfere with the CO₂ variations associated with pressure forcing. Still, there remains the need to estimate a fixed set of model parameter values to describe the snowpack and soil, both of which can be spatially structured and, in the case of snow, temporally dynamic.

Because no detailed measurements of the snow or soil physical properties are available during this initial portion of the experiment, we will rely on data obtained from a nearby location during an earlier experiment on natural pressure forcing in snow [Massman et al., 1997]. Consequently, for snow we will assume that the porosity of the snow \( \eta_w = 2/3 \) and that the tortuosity of the snow \( \tau_w = 0.85 \). These values are about the average values obtained for the previous experiment. In the earlier study, Massman et al. [1997] used the model of Sommerfeld and Rocchio [1993] to estimate the snow permeability \( (k_s) \) from the bulk density measurements. However, we found when comparing to other observations of snow permeability [e.g., Shimizu, 1970; Albert et al., 2000] that this model may underestimate \( k_s \) somewhat. Furthermore, in the previous experiment the snow pack was definitely layered because the grain size varied by an order of magnitude over the depth of the snowpack, suggesting that the snow permeability can easily vary by 1 or 2 orders of magnitude within the present snowpack. However, combining the models and the observations suggested that \( k_s \approx 6.25 \times 10^{-5} \, \text{m}^2 \) is a reasonable, but highly uncertain, estimate of the snow permeability for the present study.

In addition to any spatial variability, the snowpack and its associated physical parameters do naturally vary with time as the snowpack undergoes settling and metamorphism. Undoubtedly then, over the course of the 50.5 days of this study period the snow properties are likely to have changed. Small amounts of snow did fall throughout this period, and there were many sunny days which would have warmed and sublimated the snow surface. Ice lenses do form in this area, but they are uncommon during midwinter, as studied here. There is no evidence for their
presence or absence during the experiment, so we assume that they were not present during the study period. Nevertheless, 2 weeks before the beginning date of the study period the snow depth was 1.25 m in the meadow and about 0.8 m in the forest. Therefore during the 14-day period preceding the nearly steady state snow depth period the snowpack had undergone some change. However, after this 2-week period the bulk density of snow may not have changed much because it is not a particularly dynamic quantity after about a week or so of falling [e.g., Lundy et al., 2002]. In turn, this may have stabilized the porosity and permeability somewhat [e.g., Shimizu, 1970; Sommerfeld and Rocchio, 1993]. These values for the physical properties are assumed constant throughout the study period, so that we can simplify the snowpack to a one-layer steady state snowpack.

[12] In general, the soils at this site are thin, rocky, relatively undeveloped, and, at this time of year, fairly dry. Since the forest and meadow sites discussed in this study are near the location of the previous soil samples [Massman et al., 1997], we assign the soil depth $D_s = 0.7$ m, the soil porosity $\eta_s = 2/3$, and the soil permeability $k_s = 1.40 \times 10^{-11}$ m$^2$. This particular value of $k_s$ is the average of the values obtained from the previous experiment. The soil tortuosity, $\tau_s$, is unknown. However, models of tortuosity, such as those of Neale and Nader [1973] and Millington [1959], suggest that for a dry soil that $\tau_s \approx \tau_{sw}$ while the model of Du Plessis and Masliyah [1991], suggests that $\tau_s \approx 0.9 \tau_{sw}$. However, these and other models of soil tortuosity depend upon assumptions about the shape of the particles and their geometric arrangement within the medium, so that other models could give rather different estimates for $\tau_s$. For convenience we will assume that $\tau_s = \tau_{sw}$. Given the imprecision associated with these choices for the model snowpack and soil parameters, a sensitivity analysis is included as part of this study to evaluate the uncertainty in any predicted lag time.

### 2.2. Data Analyses

[13] Central to the use of the analytical model developed in part 1 [Massman, 2006] are the frequencies and amplitudes of the forcing (snow surface pressure) and the response (undersnow CO$_2$) and the phase or time lag between them. These model parameters were determined from the measured wind, pressure, and CO$_2$ time series using a nonharmonic spectral analysis (NHSA) technique [Padmanabhan, 1991; Schickedanz and Bowen, 1977]. The advantage the NHSA has over the traditional Fourier Transform or Fast Fourier Transform is better resolution of the frequency content of a time series. With the nonharmonic method the search for periodic behavior includes both harmonics of the fundamental frequency and frequencies between the harmonics. The NHSA used in this study is implemented as follows.

[14] The basis functions, $S_{mn}$ and $C_{mn}$, are computed first.

$$S_{mn} = \sin(2\pi mn/N) \quad (1)$$

$$C_{mn} = \cos(2\pi mn/N), \quad (2)$$

where $N$ is the total number of (equally spaced) data points in the time series; $n = 1, 2, \cdots, N$; and $m$ can take on any real value between 1 and the integer part of $N/2$. That is $m \in \mathbb{R} : 1 \leq m \leq [N/2]$. In this study we divide every interval between successive integers, $j$ and $j + 1$, into 9 equal subintervals so that within this (open) interval $m$ takes on the values of $j + 0.1, j + 0.2, \cdots, j + 0.9$. The number of subintervals is arbitrary, but nine is sufficient for the present purposes and it also keeps the computational overhead low. The frequency of the $m$th waveform is $\omega_m = 2\pi m/(N\Delta t)$, where $\Delta t$ is the sampling interval, and the associated period is $(N\Delta t)/m$.

[15] Second, the basis functions are used in a regression with a set of observations, $X_m$, to estimate the coefficients $a_m$, $b_m$, and $c_m$ of each $m$th waveform.

$$X_n = a_m + b_m S_{mn} + c_m C_{mn} + \epsilon(n), \quad (3)$$

where $\epsilon(n)$ is the residual. Next, the coefficient of determination, $R_m^2$, is computed for each waveform.

$$R_m^2 = 1 - \frac{\sum_{n=1}^{N} (X_n - \hat{X}_n)^2}{\sum_{n=1}^{N} (X_n - \bar{X})^2}, \quad (4)$$

where $\bar{X}$ is the mean of $X_n$ and $\hat{X}_n = a_m + b_m S_{mn} + c_m C_{mn}$. The distribution of $R_m^2$ with frequency forms the spectrum. It is important to note that whenever $m$ takes on a noninteger value the basis functions are not orthogonal so they are correlated. Practically speaking this may render the spectral estimates less reliable. However, this problem can be diagnosed by calculating the correlation coefficients and checking for significance using standard tests employed in multiple linear regression and correlation analyses [Schickedanz and Bowen, 1977]. For the present study, which focuses on identifying the first few frequencies of each time series, this issue was found to be of little concern.

[16] The final step in the analysis is to remove the waveform associated with the highest $R_m^2$ value from the time series. That is, we compute a new time series, $X_{n1} = X_n - \hat{X}_n$, where $\hat{X}_n$ is the single waveform associated with the maximal value in $R_m^2$. The NHSA is then repeated on the new time series, $X_{n1}$, using the same (precalculated) basis functions. The new spectrum is then searched for its maximal $R_m^2$ value, the coefficients tested for significance, and again a new time series is constructed by removing the dominant waveform from $X_{n1}$ to produce $X_{n2}$. This procedure is iterated until several (or $l$ in total) dominant frequencies have been identified. The final spectrum then is simply the set of $l$ elements of the $m$ values associated with each of the dominant frequencies. A final $R^2$ value is also computed using the set of dominant waveforms, which gives the fraction of the total variance of the original time series explained by the set of $l$ waveforms.

[17] The NHSA is effective at constructing a spectrum for any given time series. However, the spectral content will not necessarily be the same for different time series. Highly divergent spectra for wind or pressure and the undersnow CO$_2$ mol fraction would suggest either that the CO$_2$ response to the forcing is highly nonlinear, which is what would be expected if the response frequencies differ significantly from the forcing frequencies, or that there is no real
connection between the (presumed) forcing and undersnow CO₂ response. In the event that the forcing and response time series have similar spectral content (even if the relative importance of the dominant frequencies is different), then it is possible to surmise that the undersnow CO₂ is in fact responding to the forcing. Certainly this is what would be expected from the analytical model outlined in part 1 of this study [Massman, 2006]. Therefore, in order to apply the analytical model, the forcing and response frequencies should be exactly the same. This can be accomplished by constructing a nonharmonic cospectrum (NHC), which can be obtained by combining the information from the two nonharmonic spectra.

The NHC is constructed in much the same way as the nonharmonic spectra, as follows. For any individual time series the amplitude of each waveform is $A_m = \sqrt{b_m^2 + c_m^2}$ and the associated phase is $\phi_m = N \arctan(b_m/c_m) / (2 \pi m)$. The NHC is then (proportional to) $A_m(1)A_m(2) \cos(\Delta \phi_m)$, where $A_m(1)$ is the amplitude of the nth waveform of the first time series, $A_m(2)$ is for the second time series, and $\Delta \phi_m$ is the difference between the phases of the two waveforms. Once the same frequencies for both forcing and response have been clearly identified, then the time lag between the two waveforms, $\Delta \tau \Delta \phi_m$, is the desired (or measured) time lag between the forcing and the CO₂ response. For comparative purposes the normalized square cospectral (NSCₘ) values are also provided. The NSCₘ is just the NHC²/[VAR(1)VAR(2)], where VAR(J) is the variance of the first or second time series determined by squaring and summing the amplitudes from the corresponding nonharmonic spectra, i.e., $VAR(J) = \Sigma_m A_m^2(J)$ and $J = 1$ or 2. The NSCₘ is useful for determining the relative ranking of the forcing-response waveforms.

3. Results and Discussion
3.1. Characterizing the Forcing

Figure 1 shows the replicated undersnow CO₂ measurements from 19 December 2000 (Day 354) through 9 February 2001 (Day 40) for both the meadow and forest sites. Generally speaking, the undersnow CO₂ amounts are greater at the meadow site because the snow is deeper there.

The question being addressed in the present study is whether these fluctuations are caused by or are consistent with pressure-induced advective flows within the snowpack and soil.

Figure 1 also includes the weekly snow depths measured at each site. On day 30 (2001) the snow depth had increased slightly to 1.17 m from a nearly steady value of about 1.10 m. This increase was probably associated with drifting, rather than any significant snow fall. Such a small increase in snow depth is unlikely to have had much impact
Figure 2. Time course of wind speed and undersnow CO₂ measurements for the first 2 weeks of the experiment.

on the undersnow CO₂ because the undersnow CO₂ decreased a few days later to the lowest level recorded during the observation period. This suggests that other forcing was still influencing the undersnow CO₂ because, in general, undersnow CO₂ increases (not decreases) as the snow depth increases [Musselman et al., 2005]. The last snow depth was taken the afternoon of day 37, shortly after snow had begun to fall. The snow continued for sometime after day 38 and the concomitant increase in snow depth is likely to have influenced the undersnow CO₂ amounts. However, during this snowfall period the pressure dropped about 0.8 lPa, while the wind speed dropped from about 12 m s⁻¹ to less than 4 m s⁻¹, it then increased to 10 m s⁻¹ before dropping to near 0 m s⁻¹. Consequently, the undersnow CO₂ was also being forced by these other factors as well. Furthermore the undersnow CO₂ response is not instantaneous to any of these forcing factors, so it is not possible to tell precisely what role the increasing snow depth and the advective effects played during the last 48 hours of so of the 1211 hours of observation. For this study we assume that the advective effects are contributing significantly enough during the snowy period to include them in the ensuing analysis. This assumption was (at least partially) verified by performing the same type of analysis on the data set that did not include the last 48 hours (N = 2326). For the purposes of identifying the nature of the forcing function and the forcing frequencies, the results were nearly identical with the N = 2422 case.

[22] Figures 2 and 3 show the first 2 weeks of the undersnow data along with either the wind speed (Figure 2) or the ambient pressure (Figure 3). The most important and most prominent feature of these two figures is the significant variation in the undersnow CO₂ between days 359 and 363. The amplitude of this perturbation in the CO₂ is over 200 ppm at both the meadow and forest sites. Comparing Figures 2 and 3 suggests that during this 4-day event, increasing (decreasing) undersnow CO₂ lags behind decreasing (increasing) wind speed, but that no such obvious pattern appears with the ambient pressure. A careful examination of Figure 2 also suggests that a similar forcing/response pattern between wind speed and the undersnow CO₂ also occurs at periods shorter than the major 4-day event. These comparisons suggest that for the present study, wind speed is a better measure of advective forcing than is the ambient pressure.

[23] The correlation coefficients (r₁₂) between the undersnow CO₂ and the wind speed and ambient pressure support the possibility that wind speed is the forcing function even more convincingly than a simple visual inspection. For tubes 1 through 4, r₁₂ (in order) = -0.472, -0.550, -0.618, and -0.726 for wind speed, whereas for ambient pressure, r₁₂ = +0.078, +0.122, +0.057, and -0.036. The correlation between the undersnow CO₂ and wind speed is much stronger than it is for CO₂ and ambient pressure. Lewicki et al. [2003] demonstrated a similar result in their study of soil CO₂.

[24] Forcing by wind speed is also supported by the nonharmonic spectral analysis, which are listed in Table 1. (Note that the spectra for tubes 2 and 4 are not included in this table because they are so similar to tubes 1 and 3 that they are not needed.) These results indicate that the structures of the spectra associated with the undersnow CO₂ resemble the wind speed spectrum more closely than they resemble the ambient pressure spectrum. For example, only waveform index 1 occurs in the pressure spectrum and both undersnow CO₂ spectra. Likewise, waveform index 12.5 of
the ambient pressure and waveform index 12.1 of the forest undersnow CO₂ are similar enough that they may represent the same waveform. However, the wind speed and the undersnow CO₂ spectra share the following (approximate) waveform indices 1.1 ± 0.1, 3.2 ± 0.2, 4.6 ± 0.2, 7.1 ± 0.2, 9 ± 0.1, and 13.6 ± 0.2. Therefore, assuming that the undersnow CO₂ is responding linearly to the forcing, i.e., that response frequencies are the same as the forcing frequencies, then wind speed better describes the frequency content of the forcing than does the ambient pressure. In accordance with this and the evidence previously presented, we will assume that the wind speed is the driving force behind the variations in the observed undersnow CO₂.

[26] This result should not be too surprising. The GLEES area, which encompasses mountains, patchy forests with openings varying between a few meters to more than 100 m, snow drifts, and boulders throughout the region, is quite aerodynamically rough. The undersnow CO₂ is probably responding to a variety of local pressure fields created as the wind interacts with these various roughness objects. Lewicki et al. [2003] hypothesized the same physical mechanism when explaining their soil CO₂ fluxes. This issue will be discussed again when comparing the modeled and observed lag times between the forcing and the CO₂ response.

[26] In order to compare the CO₂ observations with Massman’s [2006] linear model of advective forcing the forcing and response frequencies should be equal. In the case of the NHSA (Table 1) the frequencies associated with the wind speed are not quite the same as those associated with either of the undersnow CO₂ sites. For identifying specific and identical forcing and response frequencies, the NHC is required. Table 2 lists the five dominant nonharmonic cospectral waveform indices associated with the results provided by Table 1. The dominant NHC frequencies are very similar to those that occurred in Table 1. Furthermore, in the case of the wind speed the five dominant frequencies of the NHC are nearly identical for both the meadow and forest sites. However, the relative ranking of the first three frequencies is different for each site. Table 2 also includes the results for the waveform corresponding to a period of about 2 days (waveform index ≈26 has a period of 47 hours). This particular waveform, although it is relatively weak compared to the other more dominant waveforms, is included here because it will also be used in the comparison between the measured and modeled phase lag.

[27] All frequencies listed in Tables 1 and 2 and indicate that the relatively low frequency atmospheric phenomena are

---

Figure 3. Time course of pressure and undersnow CO₂ measurements for the first 2 weeks of the experiment.
Table 2. Waveform Indices \( (m) \) Determined From Nonharmonic Cospectral Analysis Between the Meadow (Table 1) and Forest (Table 3) Undersnow CO\(_2\) and the Horizontal Wind Speed and the Meadow and Forest Undersnow CO\(_2\) and the Ambient Pressure\(^{a}\)

<table>
<thead>
<tr>
<th>Meadow CO(_2) Wind Speed</th>
<th>Forest CO(_2) Wind Speed</th>
<th>Meadow CO(_2) Ambient Pressure</th>
<th>Forest CO(_2) Ambient Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m ) ( [\text{NSC}_m] )</td>
<td>( m ) ( [\text{NSC}_m] )</td>
<td>( m ) ( [\text{NSC}_m] )</td>
<td>( m ) ( [\text{NSC}_m] )</td>
</tr>
<tr>
<td>4.5 ( [0.072] )</td>
<td>3.3 ( [0.093] )</td>
<td>1 ( [0.137] )</td>
<td>1.1 ( [0.028] )</td>
</tr>
<tr>
<td>6.9 ( [0.061] )</td>
<td>7 ( [0.037] )</td>
<td>3 ( [0.020] )</td>
<td>2.9 ( [0.026] )</td>
</tr>
<tr>
<td>3.2 ( [0.046] )</td>
<td>4.7 ( [0.034] )</td>
<td>4.7 ( [0.010] )</td>
<td>3.8 ( [0.006] )</td>
</tr>
<tr>
<td>13.8 ( [0.017] )</td>
<td>13.8 ( [0.018] )</td>
<td>1.7 ( [0.008] )</td>
<td>5.1 ( [0.006] )</td>
</tr>
<tr>
<td>1.2 ( [0.068] )</td>
<td>1.2 ( [0.006] )</td>
<td>6.4 ( [0.005] )</td>
<td>12.6 ( [0.005] )</td>
</tr>
<tr>
<td>26 ( [0.002] )</td>
<td>26 ( [0.002] )</td>
<td>26.1 ( [0.0001] )</td>
<td>26.3 ( [0.0007] )</td>
</tr>
</tbody>
</table>

\(^{a}\) A normalized value of the cospectral power corresponding to the waveform index (frequency) is given in italics and enclosed in the square brackets \( [\text{NSC}_m] \). Note that the values of \( \text{NSC}_m \) included in this table can be compared to one another, but they cannot be compared to either \( R^2 \) or the cumulative \( R^2 \), \( R^2_{\text{cum}} \), in Table 1. The first five waveforms are included above the blank row and they are ranked in the order of importance. The approximate 2-day period waveform \( (m = 26) \) is included below the blank row to indicate that other more significant waveforms have been deleted from the list. The period associated with each waveform is 1211/m (hours).

Table 3. Measured and Modeled Time Lags Between the Assumed Forcing (Wind Speed) and the Undersnow CO\(_2\) Response at the Meadow Site\(^{a}\)

<table>
<thead>
<tr>
<th>Waveform ( \omega, \text{Hz} )</th>
<th>Waveform Period, Hours</th>
<th>( L_2(D_n) ), ppm</th>
<th>Observed Lag Time, Hours</th>
<th>ND Lag Time, Hours</th>
<th>HD Lag Time, Hours</th>
<th>WD Lag Time, Hours</th>
<th>Horizontal Wavelength, km</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 6.6 \times 10^{-6} )</td>
<td>264</td>
<td>59</td>
<td>140 ± 2</td>
<td>85 ± 4</td>
<td>73 ± 4</td>
<td>82</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>108</td>
<td>91</td>
<td>105</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>151 ± 4</td>
<td>138 ± 4</td>
<td>148</td>
<td>1</td>
</tr>
<tr>
<td>( 1.0 \times 10^{-5} )</td>
<td>174</td>
<td>42</td>
<td>99 ± 2</td>
<td>61 ± 3</td>
<td>50 ± 4</td>
<td>58</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>72</td>
<td>58</td>
<td>69</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>104 ± 3</td>
<td>93 ± 3</td>
<td>102</td>
<td>1</td>
</tr>
<tr>
<td>( 3.7 \times 10^{-5} )</td>
<td>47</td>
<td>17</td>
<td>28 ± 1</td>
<td>20 ± 1</td>
<td>17 ± 1</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21</td>
<td>17</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>32 ± 1</td>
<td>28 ± 1</td>
<td>32</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^{a}\) Here ND means nondispersive, HD means highly dispersive, and WD means weakly dispersive. Snow depth at this site is 1.1 m.
specific values is at most ±5% for the two lowest frequencies and at most about ±10% highest frequency.

[30] Tables 3 and 4 also include the estimates of the uncertainties in the model time lags associated with imprecision in the model values of snow and soil porosity, tortuosity, and permeability. Snow and soil porosity and tortuosity were varied by ±10%. The snow permeability was varied by a factor of 2. (Note that the soil permeability is not included here because it had very little influence on the time lag.) However, the variations in these parameters were done synergistically to produce the maximum variation in model time lag. Furthermore, the model sensitivity to these parameters is shown only for the bounding conditions (i.e., nondispersive and highly dispersive media for long and short wavelength forcing). For this range of model parameters the maximum range of variation in the model lag time is about 4 hours, which is no more than about a 5% uncertainty in relative measure and is comparable in absolute measure to the uncertainty associated with the observed lag time. The NHSA of the undersnow CO2 provided the estimate of the amplitude of the (sinusoidal) undersnow CO2 response, \( A_x(D_w) \). The boundary conditions at the snow surface were fixed at \( A_x(0) = 10 \) Pa for the amplitude of the sinusoidal forcing and \( A_x(0) = 1 \) ppm was assumed for the sinusoidal amplitude of CO2 field. (See Part I for a fuller explanation of the notation and interpretation of these three model-related amplitudes). The influence of this particular choice of values for the upper boundary conditions was tested by varying them both by 2 orders of magnitude. Their influence on the modeled time lag was insignificant.

[31] Included in Tables 3 and 4 are the model lag times for three different assumptions of snow dispersivity (nondispersive, highly dispersive, and weakly dispersive) and three different horizontal wavelengths associated with the forcing. However, the dispersion coefficient, \( \mathcal{D} \) (m² s⁻¹), is proportional to both the dispersivity of the medium, \( \alpha \), and the horizontal wave number of the forcing, \( k_h = 2\pi /\lambda_h \), where \( \lambda_h \) is the horizontal wavelength [Massman, 2006]. Consequently, for a dispersive medium (with a fixed value for the dispersion coefficient, \( \mathcal{D} \) \( \propto \alpha \), and \( k_h \) cannot be varied independently. For the present study "a highly dispersive medium" means \( \mathcal{D} \approx 2 \) \( D_w \), where \( D_w \) (m² s⁻¹) is the diffusivity of CO2 in air corrected for the tortuosity and porosity of the medium. "A weakly dispersive medium" means \( \mathcal{D} \approx 0.2 \) \( D_w \). As a result, a highly dispersive medium satisfies the condition \( \alpha k_h = 2\pi \times 10^{-3} \) and a weakly dispersive medium satisfies \( \alpha k_h = 2\pi \times 10^{-4} \).

[32] There are five observations concerning the results listed in Tables 3 and 4 that should be mentioned. First, the lag time between the surface forcing and response can be several hours (or days) for such low-frequency motions. Second, the lag time decreases as \( \mathcal{D} \) increases, which is to be expected because dispersion acts to enhance diffusion. Third, results from both sites suggest that time lag decreases as the depth of the medium decreases. Again, this is not unexpected because, as presented earlier, the variations in the undersnow CO2 are more strongly correlated with wind speed at the forest site than they are at the meadow site. Therefore one would expect the forest site to be more strongly coupled to the forcing. Fourth, the horizontal wavelength of the forcing that best "fits" the observed lag times appears to be between about 2 and 5 km. (Note we suggest the 2–5 km range rather than 1–10 km because 2–5 km provides a tighter bound on the observed time lags than 1–10 km.) This is considerably shorter than the 10²–10⁴ km wavelength one might expect with such low forcing frequencies. However, if, as hypothesized earlier, the forcing is related local to pressure fields caused by the wind interacting with the site roughness elements, then \( \lambda_h \approx 2–5 \) km may reflect the scale of important roughness features in the terrain and the forest in the GLEES area. Another way of expressing this is that the variations in wind speed, which during the wintertime at GLEES occur as a result of low-frequency atmospheric motions, act primarily to modulate (intensify and diminish) the locally generated drag- and turbulence-related pressure fields. Thus the pressure-induced advective forcing within the snowpack might then be related more closely to a modulated standing wave phenomenon rather than a traveling wave. One candidate for a modulated standing wave with a 2–5 km wavelength is a mountain lee wave forced by the topography. While these inferences concerning a standing wave type of forcing are reasonable, they must be understood only as consistent with the data so they remain speculative. Assuming that the 2–5 km range is approximately correct, then fifth, the observed time lags at both sites are obviously consistent with either a nondispersive or a weakly dispersive medium; that is, the predictions bound the observations. Likewise by the same test, the forest snowpack may also be consistent with the possibility of being highly dispersive, except possibly at higher frequencies. However, for the meadow...
snowpack to be highly dispersive, either the horizontal wavelength would have to be about 1 km or less or the snowpack would have to have a higher dispersivity than assumed in the model. Maybe the proximity of the meadow site to the edge of the forest (a discontinuity in the local roughness) exposes the meadow site to more turbulence and shorter wavelength motions. Another possibility is that the forest site is somewhat more dispersive than the meadow site. This issue regarding whether these snowpacks are highly dispersive cannot be resolved with the current data set. Therefore the best and maybe the most consistent scenario for interpreting the observations is that these GLEES snowpacks are at best weakly dispersive and that the wavelength associated with the forcing is about 2–5 km.

3.3. Model of the GLEES Snowpack CO₂ Eflux

[33] So far this study has focused on using the analytical model developed in part 1 to simulate the lag time between the atmospheric forcing (pressure pumping) and the under-snow CO₂ response for individual fixed frequencies. Ultimately, however, the analytical model's utility lies in its ability to simulate CO₂ fluxes across the spectrum of pressure forcing. Section 7.3 of part 1 of the present study outlined how this integration across the turbulent pressure spectrum was carried out for \( R_{wave} \), the enhancement factor caused by the interaction of the forcing and response waves. This section (1) extends the results for \( R_{wave} \) to low-frequency barometric pumping and (2) provides simplified expressions for the model (wave-enhanced and dispersive) fluxes. The next section summarizes the numerical estimates of the CO₂ advectively enhanced fluxes appropriate to the low-frequency forcing discussed in the preceding sections of this paper.

[34] The total vertical CO₂ flux emanating from the upper surface of the snowpack, \( F_x(0) \), is the sum of the diffusional flux, \( F_{diff}(0) \), the wave flux, \( F_{wave}(0) \), and the gradient-dispersive flux, \( F_{grad}(0) \), which results from the pressure forcing interacting with the mean flow through the coefficient of dispersivity as discussed in part 1. For the present purposes, \( F_x(0) \) is written as

\[
F_x(0) = F_{diff}(0) + [R_{wave} + R_{baro}] F_{diff}(0)
\]

where \( R \) refers generically to an enhancement factor, the subscript refers to either the wave or the dispersive components of the enhancement, and the superscript signifies either high-frequency turbulent forcing or low-frequency barometric forcing. \( R_{wave} \) is defined in part 1. \( R_{baro} \) is simply the ratio of the coefficient of dispersion to the effective diffusivity, i.e., \( R_{baro} = D/D_{es} \), and as such is mathematically distinct from \( R_{wave} \). The separation of \( R \) into high- and low-frequency components is largely for convenience of the simplifications and is intended to indicate that the limits of the spectral integration are different for high and low frequencies. The spectral shape of the pressure forcing and the limits of integration over high-frequency turbulent forcing are detailed in part 1. For the low-frequency forcing we use the same modeled pressure spectra, but we integrate over wave motions with periods 6 hours or longer. For the high-frequency forcing we used Taylor's hypothesis to relate the horizontal wavelength of the waveform to its frequency. For the low frequencies we assumed that the horizontal wavelength of the waveform was independent of its driving frequency, in accordance with the findings discussed in the previous section and suggested by the wavelengths listed in Tables 3 and 4.

[35] The integration was performed numerically for each of the four enhancement factors, yielding

\[
R_{wave} = f_x \left[ \frac{\sigma_{p,芜}(0) K_{wave}}{u^2} \right] K_{wave} \left[ \frac{K_{wave}}{u^2} \right],
\]

\[
R_{baro} \approx 0,
\]

\[
R_{disp} = \frac{3}{4} a_{k_b} \left[ \frac{\sigma_{p,芜}(0) K_{baro}}{u} \right] K_{baro} \left[ \frac{K_{baro}}{u} \right],
\]

\[
R_{baro} = \frac{3}{4} a_{k_b} \left[ \frac{\sigma_{p,芜}(0) K_{baro}}{u} \right] K_{baro} \left[ \frac{K_{baro}}{u} \right],
\]

where \( f_x \) is the nondimensional scaling factor associated with the substrate pore geometry (see equations (31) and (32) of part 1), \( \sigma_{p,芜}(0) \) (Pa²) is the variance of the turbulent pressure fluctuations at the upper surface of the snowpack, \( \mu \) (Pa s) is the dynamic viscosity of air, \( v \) (m² s⁻¹) is the kinematic viscosity of air, \( u \) (m s⁻¹) is the horizontal wind speed, \( \sigma_{p,芜}(0) \) (Pa) is the root-mean-square of the low-frequency barometric pressure variance at the surface of the snowpack, \( K_{wave} \) (≈4.0 s⁻²) is a constant, and \( K_{baro} \) (≈1.8 m s⁻¹) is a constant. Since we have no observational data with which to estimate the turbulent fluxes, we use \( R_{baro} \) in the next section to estimate the dispersive fluxes. However, recall that for this study a highly dispersive medium satisfies the condition \( a_{k_b} = 2\pi \times 10^{-3} \), while a weakly dispersive medium satisfies \( a_{k_b} = 2\pi \times 10^{-2} \), and that \( \sigma_{p,芜}(0) \) is assigned a fixed value of 10 Pa.

[36] Before closing this section we should point out that previous studies have used or developed relationships between the horizontal wind speed and the amplitude of the pressure forcing \( (\sigma_p(0) = A_p(0)) \). Such relationships are important because they can be used to estimate \( \sigma_{p,芜}(0) \) or \( A_p(0) \), which for some types of low-frequency atmospheric motions may or may not be easily measured.

[37] Waddington et al. [1996] suggested wind blowing over "wavy" topography, would yield the following pressure amplitude:

\[
A_p(0) = \frac{1}{2} \rho_{atm} \nu_{10}^2 (H/R_h),
\]

where \( \rho_{atm} \) is the density of the ambient air, \( \nu_{10} \) is the horizontal wind speed measured at 10 m above the "wavy" topography, and \( H \) is the height of the "wavy" topography above the otherwise flat surface. For this example, \( H \) is likely to be limited to a few meters at most. Assuming that
Table 5. Strength of the Meadow and Forest Soil CO₂ Source Term (or Soil Respiration Rates) and the Fluxes Inferred From the Steady State CO₂ Model Developed by Massman [2006]

<table>
<thead>
<tr>
<th>Site</th>
<th>ND Source Strength, μmol-CO₂ m⁻³ s⁻¹</th>
<th>HD Source Strength, μmol-CO₂ m⁻³ s⁻¹</th>
<th>WD Source Strength, μmol-CO₂ m⁻³ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meadow</td>
<td>0.51</td>
<td>1.31</td>
<td>0.59</td>
</tr>
<tr>
<td>Forest</td>
<td>0.28</td>
<td>0.72</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Diffusional Flux, μmol-CO₂ m⁻² s⁻¹</td>
<td>Total Flux, μmol-CO₂ m⁻² s⁻¹</td>
<td>Total Flux, μmol-CO₂ m⁻² s⁻¹</td>
</tr>
<tr>
<td>Meadow</td>
<td>0.37</td>
<td>0.93</td>
<td>0.41</td>
</tr>
<tr>
<td>Forest</td>
<td>0.20</td>
<td>0.52</td>
<td>0.23</td>
</tr>
</tbody>
</table>

*The total flux is diffusional flux plus the gradient dispersive flux. See Massman [2006] for details on the gradient dispersive flux. Here ND means nondispersive, HD means highly dispersive, and WD means weakly dispersive.

the topography causes a propagating wave (in which case \( H \) can be a few hundred meters), then mountain wave theory [Nappo, 2002] suggests that

\[
A_p(0) = \frac{\rho_0 u_0 H}{\sqrt{N^2 - u_0^2 k_p^2}},
\]

where \( u_0 \) is the (constant) background horizontal wind speed and \( N \) is the Brunt-Väisälä frequency, which is a measure of atmospheric stability. (Note that for a propagating wave, \( N^2 > u_0^2 k_p^2 \).)

3.4. Estimates of GLEES Wintertime Soil CO₂ Source Term and Snowpack Fluxes

[38] The observed variations in the undersnow CO₂ do appear to be consistent with pressure-induced advective flows in a dispersive snowpack. However, in order to maintain the observed high levels of mean undersnow CO₂, the soil must be respiring, thereby providing a continuous source of CO₂. The steady state portion of the CO₂ model developed in part 1 of this study indicates that in order to maintain a (more or less) time-invariant CO₂ gradient through the snowpack, the source term, \( S_x \) (ppm s⁻¹), would have to be proportionally greater whenever the snowpack diffusivity, \( D_p \), is augmented by the advectively driven coefficient of dispersion, \( D \). Of course, enhancing \( D_p \) by \( D \) would yield proportionally higher CO₂ effuxes from the snowpack as well.

[39] Applying equation (9) and the steady state model of the mean CO₂ data, Table 5 lists the strength of the source term and the flux for the meadow and forest sites for the three model dispersivity types. For the nondispersive case the flux is just the diffusional flux (because the advective flux component, \( F_{\text{wave}}(0) \), is negligibly small) for such low-frequency forcing; see equation (7) or [Massman, 2006]), but for the dispersive cases the flux is the total flux, which combines the diffusional and dispersive fluxes. To convert \( S_x \) from ppm s⁻¹ to μmol-CO₂ m⁻³ s⁻¹ we multiplied \( S_x \) (as determined from the model [Massman, 2006]) by the molar density of air (\( c \)), which can be found from the ideal gas law with the mean ambient pressure (see section 2.1) and the mean soil temperature (≈0.5°C, as reported by Musselman et al. [2005]). During the experimental period, \( c = 30.2 \) mol-air m⁻³. The same procedure was followed when converting the fluxes to μmol-CO₂ m⁻² s⁻¹, except that \( c \) is slightly different because the ambient temperature near the snow surface is about -5°C (which is typical for GLEES in the winter).

[40] The results displayed by Table 5 are as expected. However, and more importantly, Table 5 also gives quantitative estimates of the wintertime soil CO₂ source strength (respiration rates) at both a subalpine meadow and forest site. Such results are valuable in and of their own right. In general these results would indicate that the meadow site is biologically more active than forest site, in agreement with Musselman et al. [2005].

4. Summary and Conclusions

[41] This paper uses the model of natural atmospheric pressure-induced advective flows within snowpacks and soils developed in part 1 [Massman, 2006] to investigate low-frequency fluctuations in CO₂ observed under a deep snowpack in the Rocky Mountains of southern Wyoming. The undersnow CO₂ data were obtained at nearby subalpine forest and meadow sites. Nonharmonic spectral and cospectral analysis techniques were used to show that the spectral characteristics of the wind speed matched those of the undersnow CO₂ better than the ambient pressure. Next, using the wind speed as the forcing variable, the time lag between the forcing at the snow surface and the undersnow CO₂ response was determined and compared with the model's predictions. The results of this study indicate the following.

[42] 1. Advective flows within the snowpack caused by atmospheric pressure fluctuations at the snow surface are responsible for the observed periodic variations in the undersnow CO₂ at the meadow and forest sites.

[43] 2. The wind interacting with the local aerodynamic roughness elements (nearby mountain peaks, forest edges, snowdrifts) creates the surface pressure fields that drive the advective flows.

[44] 3. Thus the low-frequency variations in the wind field modulate the temporal dynamics of the undersnow CO₂, whereas the topography of the site determines the horizontal structure of the wind (pressure) forcing.

[45] 4. Both the forcing by the wind and the response of the undersnow CO₂ are predominantly linear in nature, but both may also contain some weak nonlinear aspects.

[46] 5. The snowpack is no more than weakly dispersive.

[47] 6. Within the subalpine, wintertime CO₂ fluxes emanating from a snowpack and the strength of the soil CO₂ source (respiration rates) may vary significantly between a meadow soil and a forest soil. For this study the meadow soil appears to be more active biologically in the wintertime than the forest soil.
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