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EFFECTS OF DEM SOURCE AND RESOLUTION ON

WEPP HYDROLOGIC AND EROSION SIMULATION:
A CASE STUDY OF TWO FOREST WATERSHEDS IN NORTHERN IDAHO

J. X. Zhang,  J. Q. Wu,  K. Chang,  W. J. Elliot,  S. Dun

ABSTRACT. The recent modification of the Water Erosion Prediction Project (WEPP) model has improved its applicability to
hydrology and erosion modeling in forest watersheds. To generate reliable topographic and hydrologic inputs for the WEPP
model, carefully selecting digital elevation models (DEMs) with appropriate resolution and accuracy is essential because
topography is a major factor controlling water erosion. Light detection and ranging (LIDAR) provides an alternative
technology to photogrammetry for generating fine‐resolution and high‐quality DEMs. In this study, WEPP (v2006.201) was
applied to hydrological and erosion simulation for two small forest watersheds in northern Idaho. Data on stream flow and
total suspended solids (TSS) in these watersheds were collected and processed. A total of six DEMs from the National
Elevation Dataset (NED), Shuttle Radar Topography Mission (SRTM), and LIDAR at three resolutions (30 m, 10 m, and 4�m)
were obtained and used to calculate topographic parameters as inputs to the WEPP model. WEPP‐simulated hydrologic and
erosion results using the six DEMs were contrasted and then compared with field observations. For the study watersheds,
DEMs with different resolutions and sources generated varied topographic and hydrologic attributes, which in turn led to
significantly different erosion simulations. WEPP v2006.201 using the 10 m LIDAR DEM (vs. using other DEMs) produced
a total amount of as well as seasonal patterns of watershed discharge and sediment yield that were closest to field
observations.

Keywords. DEM, Forest watershed, GIS, LIDAR, Water erosion modeling, WEPP.

xcessive sedimentation in forest streams is one of
the main concerns in forest management and water
quality control (Luce, 1995). There is a need to ade‐
quately simulate and predict sedimentation from

hillslopes to streams at the watershed scale in forested areas.
However, simulation results can be greatly influenced by the
topographic and hydrologic inputs (Renschler and Harbor,
2002). Numerous studies have shown that the reliability of
the derived topographic and hydrologic attributes depends on
the resolution and accuracy of the input digital elevation
model (DEM), a common format for representing topogra‐
phy digitally (Jenson and Domingue, 1988; Chang and Tsai,
1991; Jenson, 1991; Florinsky, 1998; Gao, 1998; Schoorl et
al., 2000; Claessens et al., 2005; Wechsler, 2007; Murphy et
al., 2008). For example, Zhang and Montgomery (1994) re‐
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ported that 10 m may be a proper resolution and a rational
compromise between increasing resolution and data volume
for simulating geomorphic and hydrological processes.

DEMs can vary in resolution and accuracy by the produc‐
tion method (Chang, 2006). The interval between elevation
points determines the resolution of a DEM. The U.S. Geolog‐
ical Survey (USGS) offers 30 m and 10 m DEMs, which are
the most common DEMs used in the U.S. Because of their
limited availability, fine‐resolution DEMs (<10 m resolu‐
tion) have rarely been used for soil erosion simulation. A gap
therefore exists in the literature for a systematic study of the
effects of DEM resolution on soil erosion modeling for for‐
ested areas.

Recent developments in light detection and ranging
(LIDAR) technology provide a new option for generating
fine‐resolution DEMs (Hill et al., 2000; Liu, 2008; Murphy
et al., 2008). LIDAR is an active remote sensing technology
that uses light to determine the range between a target and a
sensor. In an airborne LIDAR system, pulses of laser beam
are emitted from an instrument mounted in an aircraft (Lee
and Younan, 2003). The travel time of a pulse of light from
the sensor to the reflecting surface and back is measured to
determine the range to the surface. The horizontal coordi‐
nates (x,�y) and elevation (z) of the reflective objects scanned
by the laser beneath the flight path are obtained. The resultant
measurements create a three‐dimensional cloud of points at
irregular spacing, which can then be converted to a DEM.

The Water Erosion Prediction Project (WEPP) is a physi‐
cally based model for simulating erosion and sediment deliv‐
ery on hillslopes and watersheds (Flanagan and Nearing,
1995). WEPP uses climate, topography, soil, and manage‐

E



448 TRANSACTIONS OF THE ASABE

ment inputs to simulate infiltration, water balance, plant
growth, residue decomposition, surface runoff, erosion, and
sediment delivery over a range of time scales, including
storm events, monthly, yearly, or long‐term annual average.
WEPP was publicly released in 1995 and has undergone con‐
tinuous modifications since then to improve the model's abil‐
ity to simulate erosion in a variety of environmental
conditions. Recent developments in WEPP, including modi‐
fications to the subsurface lateral flow routines, have im‐
proved the model's applicability in forest watershed
modeling (Covert et al., 2005).

The geospatial interface for WEPP, GeoWEPP, was devel‐
oped to link the WEPP model with a GIS (geographic infor‐
mation system) and to utilize DEMs to generate the necessary
topographic inputs for erosion modeling (Renschler et al.,
2002; Renschler, 2003). The WEPP model uses a slope file
to specify topographic elements, including slope length and
gradient. GeoWEPP uses TOPAZ (Garbrecht and Martz,
1997) to automatically extract slope profiles from a DEM for
WEPP applications. In the hydrology component of WEPP,
slope is an input for deriving the maximum depression stor‐
age, i.e., the portion of rainfall excess held in storage due to
micro‐variations  in topography. Slope also directly affects
surface runoff and subsurface lateral flow. In the erosion
component of WEPP, topographic elements are used to calcu‐
late the shear stress acting on the soil, the friction coefficient,
and the transport capacity of the flow. Thus, in WEPP ap‐
plications, DEM resolution and accuracy can influence hill‐
slope length, gradient, channel configuration, and channel
slope in a watershed, which in turn affects the gross sediment
yield at the watershed outlet as well as the spatial distribution
of erosion along hillslopes and in channels. Many existing
GeoWEPP applications have been based on 30 m USGS
DEMs (Renschler and Harbor, 2002). The relatively coarse
spatial resolution and low accuracy level of most existing
DEM datasets has limited the WEPP model's simulation ca‐
pability.

The purpose of this study was to evaluate the effects of
DEM resolution and accuracy on hydrology and water ero‐
sion simulation at a watershed scale using the improved
WEPP model (v2006.201) under forest settings. Stream flow
and sediment data in two small forest watersheds located on
Moscow Mountain in Idaho were collected and processed. A
total of six DEMs from three sources at three resolutions were
evaluated for their ability in topographic parameterization
for WEPP modeling. WEPP‐simulated long‐term runoff and
erosion patterns in the study watersheds were examined.

METHODOLOGY
STUDY AREA

The study area consists of two small forest watersheds, lo‐
cated at the southwest boundary of Moscow Mountain in La‐
tah County in northern Idaho. They cover a portion of the
headwater area of the Paradise Creek watershed, which is
part of the Palouse River hydrologic basin. Forested steep
slopes and moderately steep rolling hills characterize the
area. The elevation varies from 880 to 1300 m, and the slope
ranges from 3% to 47%. The two watersheds were named wa‐
tersheds 5 and 6 corresponding to the respective monitoring
sites, with watershed 5 forming the upstream section of wa‐
tershed 6. Watershed 5 (106 ha) contains the majority of steep

slopes, while watershed 6 (177 ha) includes most of the gentle
slopes in the study area (Zhang et al. 2008).

The soil in the study area is a silt loam by the USDA soil
textural classification (Hillel, 1982). It is derived from vol‐
canic ash, loess, and granitic residuum and is well drained.
The bedrock of the watershed consists primarily of granite
(Idaho DEQ, 1997).

Vegetation in the study area is coniferous forest dominated
by Douglas fir and ponderosa pine. Much of the forested land
in the Paradise Creek watershed had been subject to timber
harvest. Since the landowner carried out a thinning operation
as part of a healthy forest program in 1994, there has been
minimal timber harvesting or related road construction. Rec‐
reational activities, such as hiking, mountain biking, and rec‐
reational vehicle riding, however, take place in the headwater
area, which likely contribute to erosion and sedimentation of
streams (Idaho DEQ, 1997; Crabtree, 2007).

Precipitation within the Paradise Creek watershed falls
mainly in the winter (November to February) as either snow
or a combination of rain and snow (Idaho DEQ, 1997). Dur‐
ing the spring months, snowpacks melt and cause prolonged
high flows. Snowmelt coinciding with rainfall onto frozen
soils typically generates high flows within the watershed. In
the headwaters, Paradise Creek is intermittent, running for
several months from the spring thaw until May or June. In the
summer, flow stops, reducing the stream to a dry creek bed
(Idaho DEQ, 1997).

DEM DATA AND PREPARATION

LIDAR data over the study area were acquired through
Horizons, Inc. (Rapid City, S.D.), a LIDAR service company.
The progressive morphological filter algorithm (Zhang et al.,
2003) was applied to generate DEMs from the LIDAR data.
The algorithm is commonly used for extracting ground points
from LIDAR point clouds (Liu, 2008). The algorithm sepa‐
rates ground from nonground points, mostly vegetation in
this case, by gradually increasing the window size of the filter
and using elevation difference thresholds based on terrain
characteristics  of the study area. Ground points extracted
from the LIDAR data were interpolated by ordinary kriging
to create 4 m, 10 m, and 30 m DEMs.

Three additional, publicly accessible DEMs for the study
area were acquired: the USGS National Elevation Dataset
(NED) DEMs at 30 m and 10 m resolutions, and the Shuttle
Radar Topography Mission (SRTM) DEM at 30 m resolution,
a joint product from NASA and the National Geospatial‐
Intelligence Agency (NGA). NED DEMs are updated with
the latest, most accurate data available, such as high‐
resolution elevation data, 10 m DEMs, 30 m Level 2 DEMs,
and 30 m Level 1 DEMs. The USGS used to create 30 m Lev‐
el 1 DEMs by autocorrelation or manual profiling from aerial
photographs but has been collecting DEMs by interpolation
from vectors or digital‐line‐graph hypsographic and hydro‐
graphic data since the 1990s. Additionally, data corrections
are made in the NED assembly process to minimize artifacts,
to perform edge matching, and to fill sliver areas of missing
data. All together, six DEMs were prepared for the study area.

The vertical accuracy of DEMs varies. DEM accuracy is
normally expressed as the root mean square error (RMSE),
which represents the difference in elevation values between
the DEM and more accurate data sources such as benchmark
readings and independent field measurements. For this study,
the accuracy of the six DEMs was assessed by using in‐field
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Table 1. Root mean square error (RMSE) of the six DEMs
from three sources at three resolutions used in the study.

LIDAR DEMs NED DEMs SRTM DEM

Resolution 30 m 10 m 4 m 30 m 10 m 30 m

RMSE (m) 5.733 1.511 1.244 3.865 3.012 5.652

GPS points in and around the study area. A total of 18 GPS
points were logged using Trimble TSC1 Asset Surveyor and
differentially corrected by the GPS Pathfinder Office soft‐
ware. The accuracy of the GPS system was tested to be
0.826�m vertically and 0.704 m horizontally. Point elevations
at the 18 GPS locations were extracted from each of the six
DEMs by bilinear interpolation, and their RMSE values were
calculated using these point elevations against GPS measure‐
ments. The LIDAR 4 m and 10 m DEMs have the least
RMSE, and the LIDAR and SRTM 30 m DEMs have the larg‐
est errors (table 1). The two NED DEMs, similar in accuracy,
have the moderate level of RMSE.

FIELD OBSERVATIONS

Stream flow and total suspended solids (TSS) for wa‐
tersheds 5 and 6 were measured by the Latah Soil and Water
Conservation District and Idaho Soil Conservation Commis‐
sion at the monitoring sites on Paradise Creek every two
weeks starting March 1999. The observation lasted until De‐
cember 1999 with 18 records for watershed 5, and until June
2002 with 65 records for watershed 6. Daily values of wa‐
tershed discharge and sediment yield were calculated from
these records through linear interpolation. Annual values
were determined by integration, and their averages were ob‐
tained. For watershed 5, the average annual watershed dis‐
charge was 1.39 × 105 m3 and the sediment yield was 1.38�t.
For watershed 6, the average annual watershed discharge was
4.07 × 105 m3 and the sediment yield was 4.55 t. These field
measurements were used in this study as the basis for compar‐
ison with simulated data.

WEPP APPLICATION TO WATERSHED 5
WEPP was first applied to watershed 5, the upstream wa‐

tershed. Input files describing the watershed's climate, soil,
management,  and topography were prepared. Since the mod‐
el domain was small with relatively homogeneous condi‐
tions, we used one climate file for the watershed and two sets
of soil and management files, one for hillslopes and the other
for channels.

Existing climate data for the study area, including daily
precipitation and maximum and minimum temperatures,
were downloaded from the U.S. National Climatic Data Cen‐
ter (NCDC) Local Weather Observation Station Record web‐
site (NCDC, 2005). The data were observed at the University
of Idaho station, Moscow, Idaho, the closest weather station
to the study area (9 km to the southwest). The WEPP climate
file includes additional inputs such as storm characteristics
(duration, time to peak, and peak intensity), solar radiation,
wind data (speed and direction), and humidity (dewpoint
temperature).  The random climate generator CLIGEN
(Nicks et al., 1995), an auxiliary program of WEPP, was used
to generate the other required weather data while preserving
the observed temperature and precipitation data. A total of 30
years of climate input were prepared for 1973 to 2002, which
covers the observation period of 1999 to 2002. Compared to
the 30‐year average precipitation of 684 mm, annual precipi‐

tation of 695, 583, 588, and 590 mm for the observation peri‐
od represented average to relatively dry conditions.

The management input was based on the default data in
WEPP for a 20‐year‐old forest (Elliot and Hall, 1997) with
100% ground cover, consistent with the observed conditions in
the study area. The soil input was mainly based on the default
values provided by WEPP for a silt loam in a 20‐year‐old forest.
The default soil depth of 400 mm, shallower than reported by
the Soil Conservation Service (USDA, 1981), was adopted as
it better resembled the field conditions. Several soil parameters
were adjusted in order to attain adequate water balance for the
study area. The bedrock hydraulic conductivity was set to 3.6
× 10-6 mm/h based on the physical characteristics of granite
(Domennico and Schwartz, 1998) underneath the study area.
The effective surface hydraulic conductivity was set to 105 mm/
h with a soil anisotropy ratio of 50. The initial saturation level
of the soil profile was changed from the default value of 0.5 to
0.7 to properly represent actual soil water conditions in winter.
The rock contents in the soil input were increased from 20% to
40% for hillslopes, and to 50% for channels.

These adjustments, carried out separately in a preliminary
assessment, yielded a water balance, including stream flow
and ET, that were compatible with field observations and
literature values.

The topographic inputs for both hillslope profiles and
channels were derived from each of the six DEMs through the
TOPAZ application in GeoWEPP. TOPAZ uses a breaching‐
filling operation for removal of depressions and pits and the
D8 algorithm (using the deterministic eight‐neighbor method
to simulate flow across a land surface) for determining the
drainage direction (USDA, 2008). For this study, the critical
source area (CSA) was set to 10 ha and the minimum source
channel length (MSCL) to 100 m in TOPAZ to make the
derived channel networks and watershed structures agree
with USGS digital raster graphic (DRG) maps.

The majority of the channel parameters were kept to the
default values; however, for rocky channels in the study area,
several parameters were adjusted. The channel erodibility
was decreased from 6 × 10-4 to 5 × 10-4 s/m to mimic more
stable channels. The default depths to non‐erodible layer in
mid‐channel and along the side of the channel were
decreased from 0.5 to 0.04 m and from 0.1 to 0.03 m,
respectively, in accord with field observations.

The aforementioned parameter adjustments were not
carried out in favor of any DEMs but were for all six DEMs.
The six DEMs generally responded in the same trend of
increasing or decreasing watershed discharge and sediment
yield simulations to the adjusted parameters. Subsequently,
a 30‐year continuous WEPP simulation for watershed 5 was
performed using the adjusted soil and channel inputs,
together with the weather input based on observed
precipitation and temperature plus additional weather
variables generated by CLIGEN.

WEPP APPLICATION TO WATERSHED 6
The WEPP model was subsequently applied to water-

shed 6, which covered a larger area and had a longer period
of watershed discharge and sediment yield observation
record. To better assess the adequacy of the WEPP model, all
inputs for watershed 6 were generated using the same
approach as for watershed 5. The results were similar to
watershed 5; therefore, parameters calibrated for water-
shed 5 were used for watershed 6 without further adjustment.
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STATISTICAL ANALYSES
WEPP‐simulated average annual watershed discharge

and sediment yield for the 30‐year period (1973 to 2002) for
the two watersheds were compared to the observed values.
Observation records for both watershed 5 (March to
December 1999) and watershed 6 (March 1999 to June 2002)
were rather short. Comparison of average annual values was
preferred for two main reasons. First, a 30‐year simulation
period is generally adequate for estimating long‐term
average erosion potential (Elliot et al., 1999). Second, the
climatic input for the WEPP simulations was a combination
of observed and CLIGEN‐generated weather data, rendering
detailed year‐by‐year comparison inappropriate. The nine‐
month observed watershed discharge and sediment yield data
for watershed 5 were interpolated (March to December) and
extrapolated (January to March) to one‐year values, and the
39‐month observed data for watershed 6 were averaged to
yearly values.

Analysis of variance (ANOVA) tests were performed to
determine the effects of DEM resolution with two levels
(coarse, 30 m; and fine, 10 m and 4 m), DEM source with
three levels (NED, SRTM, and LIDAR), and the interaction
of resolution and source with six levels.

Visual examination of WEPP‐simulated watershed
discharge and sediment yield from the six DEMs versus field
observations suggested the 10 m LIDAR DEM to be the most
reliable topographic input source (Zhang et al., 2008)
(detailed discussion included in the next section). Hence, all
subsequent statistical analyses on the impacts of topographic
features on WEPP simulations were conducted using the
10�m LIDAR DEM.

Correlation analyses (� = 0.05) were carried out to
examine how climatic and topographic factors may affect
watershed discharge and sediment yield simulations. The
four rainfall parameters evaluated were annual precipitation,
annual precipitation of previous year, annual average rainfall
intensity, and annual average rainfall peak intensity, with the
first two climatic parameters being observed and the last two
computed based on the CLIGEN‐generated storm
characteristics  data. The annual average rainfall intensity
was calculated as the mean of the average rainfall intensity
of all individual storms in a year, and the annual average
rainfall peak intensity was the mean of the rainfall peak
intensity of all the events in that year.

A correlation analysis (� = 0.05) was also made to assess
the relationships among annual watershed discharge,
subsurface lateral flow, ET, sediment yield, and major
topographic factors of hillslope length and gradient. The
hillslope aspect, ranging from 0° (due north) to 360°, was
categorized into four principal directions and four diagonal
directions. An ANOVA was performed to evaluate the same
hydrologic and erosion outputs as affected by hillslope
aspect.

RESULTS AND DISCUSSIONS
GeoWEPP‐determined  watershed configurations for

watersheds 5 and 6 are presented in Zhang et al. (2008). In
general, coarse DEMs (30 m) resulted in blocky watershed
boundaries as well as unsmooth hillslopes and stream
networks for both watersheds. Fine‐resolution DEMs (10 m
and 4 m), especially the two LIDAR DEMs, exhibited

Table 2. GeoWEPP‐determined watershed configuration
and WEPP‐simulated average watershed
discharge and erosion for watershed 5.

DEM
Area
(ha)

No. of
Hillslopes

No. of
Channels

Watershed
Discharge
(mm/year)

Erosion
(kg/ha/year)

LIDAR
30 m

112.9 13 5 216.1 (66)[a] 53.1 (310)[a]

NED
30 m

110.7 13 5 220.2 (69) 20.8 (60)

SRTM
30 m

112.3 18 7 215.3 (65) 156.7 (1109)

LIDAR
10 m

106.1 13 5 219.1 (68) 14.1 (9)

NED
10 m

111.7 18 7 217.7 (67) 12.5 (‐3)

LIDAR
4 m

107.3 13 5 219.4 (68) 16.8 (29)

Observed 106.4[b] 11 6 130.5 (0) 13.0 (0)
[a] Percent relative errors are in shown in parentheses.
[b] Topographic parameters, including watershed area, number of

hillslopes, and number of channels, were derived using TOPAZ in
GeoWEPP. As a comparison, these topographic parameters derived
from ArcGIS 9 using LIDAR 4 m are included here.

substantially improved representations of general
topographic features. Further analysis of slope statistics
revealed that, as DEM resolution degraded, an averaging of
elevations and slopes occurred, which is consistent with the
findings of Chang and Tsai (1991), Florinsky (1998), and Gao
(1998). WEPP‐simulated watershed discharge and sediment
yield using the six DEMs for watersheds 5 and 6, together
with the field observations, are presented in tables 2 and 3.

WATERSHED 5
The different DEMs resulted in slightly different

watershed areas, and considerably different numbers of
hillslopes and channels. All DEMs led to overestimated
watershed discharge and sediment yield except the 10 m

Table 3. GeoWEPP‐determined watershed configuration
and WEPP‐simulated average watershed
discharge and erosion for watershed 6.

DEM
Area
(ha)

No. of
Hillslopes

No. of
Channels

Watershed
Discharge
(mm/year)

Erosion
(kg/ha/year)

LIDAR
30 m

178.3 22 9 216.8 (‐6)[a] 49.9 (94)[a]

NED
30 m

176.1 27 11 218.6 (‐5) 43.1 (67)

SRTM
30 m

176.0 27 11 216.2 (‐6) 60.2 (134)

LIDAR
10 m

176.6 28 11 219.0 (‐5) 22.7 (‐12)

NED
10 m

179.6 28 11 217.4 (‐6) 51.8 (101)

LIDAR
4 m

176.8 28 11 219.3 (‐5) 23.8 (‐8)

Observed 176.6[b] 22 12 230.2 (0) 25.8 (0)
[a] Percent relative errors are in shown in parentheses.
[b] Topographic parameters, including watershed area, number of

hillslopes, and number of channels, were derived using TOPAZ in
GeoWEPP. As a comparison, these topographic parameters derived
from ArcGIS 9 using LIDAR 4 m are included here.
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Table 4. Thirty‐year average annual water balance (mm) for watersheds 5 and 6 from WEPP simulations using the 10 m LIDAR DEM

Precipitation
Surface
Runoff

Soil
Evaporation

Plant
Transpiration

Subsurface
Lateral Flow

Soil Water
Change

Watershed 5 Hillslope 684.2 0.3 89.0 373.7 219.9 1.4
Watershed 684.2 218.5 89.8 373.0 0.2 1.4

Watershed 6 Hillslope 684.2 0.5 89.3 373.8 219.3 1.4
Watershed 684.2 219.0 90.3 372.8 0.1 1.4

NED, which resulted in an underestimated sediment yield.
The simulated watershed discharges were 65% to 69%
greater than the observed value. The simulated sediment
yields were 9% to 1109% higher than the observation, with
the exception of a 3% underestimate using the 10 m NED. All
three 30 m DEMs led to overestimations of sediment yield by
more than 50% with the 30 m LIDAR and SRTM DEMs
overpredicting by 300% and 1100%, respectively. The 10 m
and 4 m LIDAR DEMs improved the model performance
greatly. The simulation using the 10 m NED DEM generated
an overestimate of watershed discharge but an underestimate
of erosion.

WEPP‐simulated average annual water balance from the
10 m LIDAR DEM, on both hillslope and watershed levels
and weighted by area, is presented in table 4. Surface runoff
originating from hillslopes is minimal. Soil evaporation and
plant transpiration account for 13% and 55%, respectively,
totaling 68% of annual precipitation. Subsurface lateral flow
amounts to 32%. WEPP v2006.201 assumes that all
subsurface lateral flows from hillslopes discharge into the
stream channel, as reflected in the water balance for
watershed 5. The slightly higher evaporation and lower plant
transpiration on the watershed level than on the hillslope
level is due to the inclusion of channels with high open‐water
evaporation and lack of plant transpiration.

WATERSHED 6
Excluding the 30 m LIDAR, all DEMs produced similar

watershed area and similar numbers of hillslopes and
channels for watershed 6. Compared to the smaller and
topographically  more complex watershed 5, watershed 6
appears to have a more consistent spatial delineation.

WEPP‐simulated watershed discharges using the six
DEMs were agreeable with, though consistently lower (~6%)
than, the field observation. This outcome was in contrast with
the results for watershed 5, for which all watershed discharge
simulations were overestimates. A likely reason could be that
this version of WEPP does not model groundwater base flow
and, consequently, deep percolation on hillslopes in
headwater areas is not further routed to downstream
channels. The overestimate of runoff for the upstream
watershed 5 might result from the use of an underestimate of
the hydraulic conductivity for the bedrock, which could in
turn lead to an underestimate of deep percolation.
Consequently, the underestimate of runoff for the
downstream watershed 6 could be due to the lack of base
flow.

Four DEMs generated overestimates of sediment yield,
and two (10 m and 4 m LIDAR) produced underestimates.
The 30 m SRTM led to the poorest simulation of erosion
(upward 130%). The other two 30 m DEMs (LIDAR and
NED) produced similar erosion simulations (roughly 70% to
90% overestimate). Although the 10 m NED yielded a rather
satisfactory erosion simulation for watershed 5, it had a
highly disagreeable result (over 100%) for watershed 6.

Sediment discharge was measured with an ISCO sampler
located at the downstream end of a relatively flat reach of
channel, carrying low amounts of sediment. Although this
was ideal for measuring flow rates, there may have been
sediment deposition in this reach, reducing the amount of
sediment collected. The 10 m and 4 m LIDAR DEMs
generated better simulations than all the other four DEMs and
had consistent underestimations of watershed discharge and
sediment yield. Overall, the simulations of watershed
discharge and sediment yield were much closer to the
observed data for watershed 6 than for watershed 5.

WEPP‐simulated average annual water balance for
watershed 6 is similar to that for watershed 5 (table 4). The
increase in evaporation and stream flow is a result of increase
in stream network density. The area ratio of channel to
watershed is 0.19% for watershed 5 and 0.26% for water-
shed 6. That the WEPP‐simulated stream flow accounts for
more than 30% of precipitation is consistent with the field
observation.

STATISTICAL ANALYSES

The ANOVA results indicated that, at a significance level
of 0.05, DEM resolution and source did not have a significant
effect on simulated watershed discharge; however, the DEM
source had a significant effect on the simulated erosion (p =
0.02).

The correlation analyses indicated significant influence of
all the annual climatic parameters on the simulated
watershed discharges for watersheds 5 and 6 at a significance
level of 0.05 and 0.01 (table 5). The high correlation between
the simulated watershed discharges for the two watersheds
reflected their spatial relationship. The relatively low
correlation between climatic parameters for the previous and
present year can be attributed to the high interannual
variation in precipitation (SD = 120 mm). The correlation
results appeared reasonable and revealed that a number of
climatic parameters worked together to induce overland
flow, alter soil water, and generate total watershed discharge.

No significant correlation was detected between the
climatic factors and the sediment yield simulations for either
watershed. The study area is forested with surface cover
throughout seasons. Consequently, minimal surface runoff is
generated, and watershed discharge is primarily composed of
subsurface lateral flow (table 4). The simulated watershed
discharge was substantially influenced by climatic factors,
and the simulated water erosion was mainly driven by
hillslope surface runoff and channel flow.

The impact of topographic parameters on major hillslope
water budget components, namely, surface runoff,
subsurface lateral flow, and ET, as well as erosion was
generally consistent for watersheds 5 and 6 (tables 6 and 7).
Simulated surface runoff tends to increase with hillslope
length and decrease with hillslope gradient. The reason is that
long hillslopes tend to accumulate more surface runoff.
Steeper hillslopes, however, tend to facilitate greater
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Table 5. Correlation among climatic parameters and WEPP‐simulated annual
watershed discharge and sediment yield using 10 m LIDAR DEM.[a]

Annual
Precipitation

Ann. Precip.
of Previous

Year

Ann. Avg.
Rainfall
Intensity

Ann. Avg.
Rainfall Peak

Intensity

Watershed 5
Discharge

Watershed 6
Discharge

Watershed 5
Sediment

Yield

Watershed 6
Sediment

Yield

Annual precipitation 1.000

Ann. precip. of
previous year

0.377**
(0.040) 1.000

Ann. avg. rainfall
intensity

0.564**
(0.001)

0.375**
(0.041)

1.000

Ann. avg. rainfall
peak intensity

0.603**
(<0.001)

0.537**
(0.002)

0.715**
(<0.001)

1.000

Watershed 5
discharge

0.833**
(<0.001)

0.603**
(<0.001)

0.562**
(0.001)

0.627**
(<0.001)

1.000

Watershed 6
discharge

0.834**
(<0.001)

0.603**
(<0.001)

0.570**
(0.001)

0.633**
(<0.001)

0.999**
(<0.001)

1.000

Watershed 5
sediment yield

0.316
(0.089)

0.302
(0.105)

0.246
(0.190)

0.216
(0.252)

0.162
(0.393)

0.162
(0.393)

1.000

Watershed 6
sediment yield

0.303
(0.103)

0.310
(0.095)

0.312
(0.095)

0.195
(0.302)

0.237
(0.208)

0.238
(0.205)

0.918**
(<0.001)

1.000

[a] ** = significant at α = 0.05; p‐values of the correlation coefficients are shown in parentheses.

Table 6. Correlation between topographic parameters and WEPP‐simulated annual
water balance and sediment yield for watershed 5 using 10 m LIDAR DEM.[a]

Hillslope
Length

Hillslope
Gradient

Surface
Runoff

Lateral
Flow ET Erosion

Hillslope length 1.000

Hillslope gradient ‐0.724**
(0.005)

1.000

Surface runoff 0.644**
(0.018)

‐0.662**
(0.014)

1.000

Lateral flow ‐0.522
(0.068)

0.381
(0.199)

‐0.407
(0.167)

1.000

ET 0.496
(0.085)

‐0.359
(0.228)

0.383
(0.197)

‐0.999**
(<0.001)

1.000

Erosion 0.654**
(0.015)

‐0.6770**
(0.011)

0.938**
(<0.001)

‐0.328
(0.274)

0.300
(0.320)

1.000

[a] ** = significant at α = 0.05; p‐values of the correlation coefficients are shown in parentheses.

Table 7. Correlation between topographic parameters and WEPP‐simulated water
balance and sediment yield for watershed 6 using 10 m LIDAR DEM.[a]

Hillslope
Length

Hillslope
Gradient

Surface
Runoff

Lateral
Flow

ET Erosion

Hillslope length 1.000

Hillslope gradient 0.109
(0.581)

1.000

Surface runoff 0.650**
(<0.001)

‐0.271
(0.163)

1.000

Lateral flow ‐0.663**
(<0.001)

0.013
(0.946)

‐0.561**
(0.002)

1.000

ET 0.649**
(<0.001)

‐0.006
(0.977)

0.541**
(0.003)

‐0.999**
(<0.001)

1.000

Erosion 0.649**
(<0.001)

‐0.006
(0.977)

‐0.298
(0.124)

0.541**
(0.003)

‐0.999**
(<0.001)

1.000

[a] ** = significant at α = 0.05; p‐values of the correlation coefficients are shown in parentheses.

amounts of lateral flow, which in turn reduces surface runoff
(Crabtree, 2007). Consequently, hillslope gradient
negatively influences simulated erosion, which is
particularly true for watershed 5. The simulated ET was not
affected by hillslope length and gradient, as expected.

The impact of hillslope aspect on ET was significant for
both watersheds 5 and 6. The impact of hillslope aspect was

also significant on surface runoff and subsurface lateral flow
for watershed 5, and on lateral flow for watershed 6. Erosion
was not related to hillslope aspect.

Table 6 shows that erosion is inversely proportional to
lateral flow, although not significantly at � = 0.05, whereas
table 7 shows the opposite. The runoff from the steeper and
longer hillslopes in watershed 5 may have resulted in greater
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Table 8. WEPP‐simulated spatial distribution of erosion as affected by topographic factors for watershed 5.

DEM

Average
Hillslope
Gradient
(deg)[a]

Average
Hillslope
Length

(m)

No. of
Erosion‐

Generating
Hillslopes

Hillslope
Erosion

(t/year)[b]

Average
Channel
Gradient

(deg)

Average
Channel
Length

(m)

Channel
Erosion

(t/year)[b]

Total
Erosion
(t/year)

LIDAR 30 m 18.2 (5.7) 228.1 3 4.7 (78) 10.9 386.7 1.3 (22) 6.0
NED 30 m 18.9 (5.9) 207.3 2 0.9 (39) 13.7 468.2 1.4 (61) 2.3

SRTM 30 m 16.9 (5.0) 238.1 4 11.1(63) 14.6 308.7 6.5 (37) 17.6
LIDAR 10 m 20.8 (5.8) 211.3 2 0.6 (40) 12.6 357.3 0.9 (60) 1.5
NED 10 m 20.4 (6.2) 189.5 2 0.3 (21) 15.4 307.2 1.1 (79) 1.4
LIDAR 4 m 21.5 (6.7) 212.9 2 0.8 (44) 11.4 366.7 1.0 (56) 1.8

[a] Standard deviations of hillslope gradients are shown in parentheses.
[b] Ratios (%) of hillslope (or channel) erosion to total erosion are shown in parentheses.

Table 9. WEPP‐simulated spatial distribution of erosion as affected by topographic factors for watershed 6.

DEM

Average
Hillslope
Gradient
(deg)[a]

Average
Hillslope
Length

(m)

No. of
Erosion‐

Generating
Hillslopes

Hillslope
Erosion

(t/year)[b]

Average
Channel
Gradient

(deg)

Average
Channel
Length

(m)

Channel
Erosion

(t/year)[b]

Total
Erosion
(t/year)

LIDAR 30 m 16.7 (6.3) 237.9 6 6.0 (67) 8.6 329.5 2.9 (33) 8.9
NED 30 m 17.6 (6.2) 204.7 5 5.2 (68) 11.1 316.9 2.4 (32) 7.6

SRTM 30 m 15.9 (5.4) 237.7 6 8.2 (77) 10.9 295.2 2.4 (23) 10.6
LIDAR 10 m 19.5 (6.5) 197.4 6 1.7 (43) 8.4 308.3 2.3 (57) 4.0
NED 10 m 18.9 (6.6) 209.4 4 8.7 (94) 12.2 302.8 0.6 (6) 9.3
LIDAR 4 m 20.2 (7.3) 187.7 5 1.9 (45) 7.9 309.0 2.3 (55) 4.2

[a] Standard deviations of hillslope gradients are shown in parentheses.
[b] Ratios (%) of hillslope (or channel) erosion to total erosion are shown in parentheses.

effects of lateral flow reducing surface erosion than in
watershed 6 (tables 8 and 9). At these low levels of erosion
with few storm events causing surface runoff, even a small
difference in hydrologic conditions can lead to a large
variation in simulated erosion rates. The flatter, shorter
hillslopes delineated for watershed 6 may have been less
impacted by lateral flow processes. Another unexpected
result in table 7, which may also be attributed to the
aforementioned reasons, is that erosion is negatively
correlated with runoff, once again not significantly at � =
0.05. Additional factors complicating the interrelationship
among simulated hydrologic and erosion results include the
masking of topographic impacts on hydrologic and erosion
processes by weather patterns, and the characteristics of
snowmelt runoff. For the study watersheds, most snowmelt
runoff was simulated to occur early in the season at low rates
from saturated soils. Only rarely was a large runoff event
simulated, generally linked to a rain event on a melting
snowpack. Hence, it is reasonable that the majority of runoff
generated no erosion, but a very few high‐intensity runoff
events generated large amounts of erosion. The simulated
total runoff from these large events, however, is unlikely to
be as large as the simulated total runoff from the low‐intensity
snowmelt events, which are more common.

EROSION SIMULATIONS AS IMPACTED BY DEMS

Tables 8 and 9 show erosion simulations as affected by
topographic factors, i.e., average hillslope and channel
gradients and lengths extracted by GeoWEPP from the six
DEMs for watersheds 5 and 6. Generally, coarser DEMs
generated leveler topography but higher sediment yield
simulations than finer DEMs. This result may be
counterintuitive;  however, DEM‐derived terrain factors
affected erosion simulations in a complex manner. Average
slope gradient is only one of the many factors that affect
erosion. The different DEMs resulted in substantially

different hillslope and channel systems, and a combination of
all the topographic attributes work together to impact WEPP‐
simulated gross sediment yield at the watershed outlet and
the partition of erosion between hillslopes and channels.

As an example, the 30 m SRTM DEM delineated the
flattest and the smoothest (with lowest standard deviation of
slope gradient) hillslopes for both watersheds, but it resulted
in much higher sediment yield than other DEMs, likely for
the following reasons. First, it delineated the longest hillslope
length in watershed 5 and the second longest in watershed 6.
Longer hillslopes tend to generate higher runoff rates
(tables�6 and 7), thus increasing the erosion potential.
Second, the SRTM DEM produced the highest number of
erosion‐generating  hillslopes for both watersheds and, in
turn, resulted in substantially higher hillslope erosion.
Hillslope erosion was the major form of erosion for both
watersheds (63% of total erosion for watershed 5 and 77% for
watershed 6). Third, the SRTM DEM delineated relatively
steep channel slopes for both watersheds. Steep channel
slopes increase stream flow velocity, and thus channel
erosion. On the other hand, the SRTM DEM generated the
second shortest average channel length in watershed 5, and
the shortest in watershed 6. Therefore, the impacts of steeper
channel slope and shorter channel length would somewhat be
offset in influencing channel erosion, but both channel
characteristics  (steeper and shorter) would likely increase the
delivery of sediment eroded from the hillslopes.

In contrast to the 30 m SRTM DEM, the 10 m LIDAR
DEM generated rather steep average hillslope gradients
(second steepest for both watersheds) and relatively large
gradient variations, but resulted in substantially lower
sediment yield. It generated relatively short hillslope lengths
(the third shortest in watershed 5 and the second shortest in
watershed 6), relatively low average channel gradients
(second flattest for both watersheds), and relatively short
average channel length (third shortest for both watersheds).
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Channel erosion was the major form for both watersheds
(roughly 60% of total erosion) for this DEM. Additionally,
lower sediment transport and delivery could have resulted
from more accurate depiction of the flatter toes of hillslopes
using finer DEMs (Zhang et al., 2008). In general, the
standard deviation of slope gradient decreases as DEM
resolution becomes coarser. Finer‐resolution DEMs depict
more details of terrain, both steep and gradual slopes, which
results in greater variation of slope gradient among
hillslopes.

The 10 m and 4 m LIDAR DEMs resulted in consistent
simulation of the spatial partition of erosion for the two
watersheds. Among the other four DEMs, the 10 m NED
DEM simulated dominant channel erosion for watershed 5
(79% of total erosion) and dominant hillslope erosion for
watershed 6 (94% of total erosion).

Overall, most erosion simulations were overestimates
except those from using the 10 m and 4 m LIDAR DEMs for
watershed 6. Erosion simulations were poorer for water-
shed 5 than for watershed 6. Topographically, the smaller
watershed 5 has steeper terrain. Hence, it is crucial to have
accurate topographic inputs to realistically represent such
complexity. Many forests are in mountainous areas with
steep slopes and complex terrain. Our results show that
carefully selecting appropriate DEMs with proper accuracy
and resolution is critical to modeling hydrologic and erosion
processes in forested areas.

LONG‐TERM WATERSHED DISCHARGE AND SEDIMENT YIELD

Results from the 30‐year (1973 to 2002) WEPP simulation
using the 10 m LIDAR DEM for watersheds 5 and 6 revealed
similar seasonal patterns of runoff and erosion. Most runoff
events were simulated to occur in winter and spring with peak
flows corresponding to snowmelt in spring, consistent with
field observations. The simulated erosion events were driven
by runoff events, as shown in figure 1 for watershed 6. The
years 1977, 1993, 1994, and 2001 had no erosion events
simulated because of the low stream flows.

Comparison of WEPP‐simulated and field‐observed
watershed runoff and erosion for 1999 to 2003 showed good
agreement in seasonal pattern (fig. 2). Note that field
observation prior to March 1999 was not available. WEPP
tended to overpredict peak runoff for high flow conditions
(Conroy et al., 2006). WEPP simulated substantially fewer
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Figure 1. WEPP‐simulated 30‐year watershed runoff (bottom) and
erosion (top) events for watershed 6 using the 10 m LIDAR DEM (erosion
rate in log scale).

erosion events. The simulated runoff events corresponded
well with larger runoff events, but generally had lower
erosion rates (nearly one magnitude lower), compared to
field observations. Figure 2 shows that WEPP simulated
more days with runoff than observed because the remote
weirs were set to record large runoff events only, to conserve
battery power and save sample bottles for large events. We
have not shown the interpolated flow values between
observations in figure 2. WEPP simulations had higher peak
flow rates than observed, similar to Conroy et al. (2006),
although the total runoff from watershed 6 was less than
observed (table 3). One of the reasons may be that WEPP
(v2006.201) generated all of the watershed runoff from
surface runoff and subsurface lateral flow, while the observed
runoff also included influences from groundwater base flow
in this steep watershed. There appears to be a justification for
adding algorithms for groundwater base flow to the WEPP
model to moderate surface runoff and peak channel flows
without decreasing total runoff.

Other reasons may include the uncertainty associated
with: (1) the weather data, which were from the closest
weather station located 9 km away from the study area,
(2)�CLIGEN‐generated  missing weather data, and (3) field‐
observed data that were interpolated and extrapolated (see,
e.g., Harmel and Smith, 2007). Temme et al. (2006)
discussed the uncertainty in simulation of water erosion due
to uncertainty in filling DEM sinks. We recognize that
uncertainty in the DEM data used in this study may have
impacted our WEPP simulations.

WEPP‐simulated annual watershed runoff and erosion in
comparison with yearly precipitation for watersheds 5 and 6
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Figure 2. (a) Field‐observed and (b) WEPP‐simulated watershed runoff
(bottom) and erosion (top) for watershed 6 for 1999 to 2003 (erosion rate
in log scale).
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Figure 3. WEPP‐simulated annual watershed runoff and erosion with (a and b) annual precipitation and (c to f) histograms. The left graphs are for
watershed 5 and the right graphs for watershed 6.

are shown in figures 3a and 3b. Annual runoff strongly
correlated with annual precipitation, as also indicated by the
correlation analysis (table 5). Erosion was simulated for five
years for the smaller watershed 5, and eleven years for the larger
watershed 6. For both watersheds, major erosion occurred in the
two wettest years of 1996 and 1998. Additionally, high erosion
was also simulated to occur in the first year as a result of the
channel erosion algorithm in current WEPP. This outcome was
likely linked to the oversimulation of peak runoff rates (Conroy
et al., 2006), which in turn resulted in large channel flow rates,
and a large initial erosion rate, before the non‐erodible layer was
reached in the channel.

Histograms of WEPP‐simulated annual watershed runoff
(figs. 3c and 3d) for the two watersheds are identical. The
single observation record for watershed 5 and the four records
for watershed 6 generally fall in the middle range of
simulated annual watershed runoff. The histograms of
WEPP‐simulated annual erosion for the two watersheds
(figs. 3e and 3f) are different. The larger watershed 6 can

generate higher annual erosion (400 kg/ha) compared to the
upstream watershed 5 (300 kg/ha). For both watersheds,
simulated annual erosion most frequently fell into the zero
and 100 kg/ha category, whereas the field observations
tended to fall into the 100 kg/ha category.

SUMMARY AND CONCLUSIONS
In this study, the effects of DEM resolution and accuracy

on forest watershed hydrology and water erosion simulation
were evaluated. Six DEMs (30 m, 10 m, and 4 m LIDAR;
30�m and 10 m NED; and 30 m SRTM) were collected for two
small forest watersheds located on Moscow Mountain in
northern Idaho. These DEMs were used in GeoWEPP, a
geospatial interface, to calculate topographic and hydrologic
inputs to WEPP v2006.201. The model simulations were then
compared with field‐observed watershed discharge and
sediment yield.
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Runoff simulations using different DEMs did not differ
substantially due to the typical hydrologic characteristics of
forested areas, where subsurface lateral flow is predominant.
Erosion simulations from the 10 m LIDAR DEM were most
consistent and agreeable with field observations. The
coarser, 30 m DEMs generated smoother topography and
produced poor estimates of erosion, with the 30 m SRTM
DEM overpredicting sediment yield by 10 fold. The 10 m
NED DEM gave inconsistent erosion simulations. The 4 m
LIDAR DEM did not improve the model simulations over the
10 m LIDAR DEM.

For the study watersheds, WEPP v2006.201 using the
10�m LIDAR DEM (vs. using other DEMs) produced a total
amount of as well as seasonal patterns of watershed discharge
and sediment yield that were closest to field observations.
The current WEPP version tended to simulate relatively high
channel erosion in the initial period of simulation. Future
efforts can be devoted to examining the channel erosion
algorithms in WEPP, to improving snow hydrology
processes, and to incorporating the ability of quantifying
groundwater base flow into WEPP to properly simulate
runoff from steep forested watersheds.
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